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The following system of differential equations is examined

drg fdl = fo (t, 2, . . ., Ty} (s=1,...,m) (1)
Here f; (¢, 2y, . . ., x,,) are quasi-periodic functions with respect to ¢, with periods
®y, « + .y Wy Consequently f; will be diagonal [1] functions of periodic functions

D, (uy, .. ., Up, Zyy . . .y Tpy) With periods wy with respect to variables uy, i.e.,
Fo@ oz, o) = Dy (..t By e e oy Tn)e

The following system is examined along with system (1)

%+3_:+...+g_z:=¢>,(uh..., iy T3y voe s Z) C=1...m P
The question of the existence and uniqueness of solutionsof system (2) was examined
in [2]. In the same place it was shown that the periodic solution of system (2) generates
quasi-periodic solution of system (1) on the diagonalu; = uy = ... = u, = ¢ . In addition
to these quasi-periodic solutions system (1) may also have quasi-periodic solutions which
are generated by nonperiodic solutions of system (2). Such solutions are not examined.

Through the use of an analysis, which was proposed by N.P. Erugin for ordinary equa-
tions [3], to system (2) it is possible to establish, utilizing diagonal up = ¢, that if syatem
(1) has a quasi-periodic solution P (¢) with the frequency base y, then either the functions
fe will be quasi-periodic with respect to ¢ with a frequency base commensurable with y, or
they will become quasi-periodic with frequency base y after substitution of x5 by @ in
this case the functions f, generally speaking also may not be quasi-periodic, or they will
be quasi-periodic with a frequency base 8, not commensurable with the frequency base y.

Definition 1. Let (2,°% ..., z,°) be a fixed point. We will say that the system of
functions @ (uy, « . ., Uy, 1, . . ., Zyy) (8= 1, ..., m) depends in a definite manner on
the variables u,, . . ., u, at the point (2,°% ..., 7,,%), if just one of the functions
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By, ooy ) =@ (uy, - . o, Uy, 5% ..., £,°) i8 not constant [4].

The sum total of the functions @, (uy, . . o) Uy, 1, .- ., Ty) (s =1, ..., m) depends
on the variables u,, ..., U, in a definite manner if it depends in a definite manner on
these variables at any point (2,° . . ., *,°).

Let @ denote the set of those points (z,°% . . ., ,,°, in which the system of functions
Dy (33 + « = Yps &35« » +1 Tyy) does not depend on the variables uy in a definite manner.
By the method proposed in reference [4] it is possible to prove the following: let the func-
tions ‘D. of system (2) be pericdic with respect to the variables u; with respective periods
@ . Let o, =Y, (i, . . ., uy) be a periodic solution of system (2) with periods 8k and let
the quantities ak/mk be irrational. Then (P, (), . . -, Up)y + « s Y (Ug, - - -5 Up)) E Q
for any point (u,°, . . ., u,°) (in particular for points (u,°, . . ., u,°), which are located on
the diagonal).

Corollary 1. 1f the system of functions ®; (u,, . . ., #y, 7y, . . ., Z5,) depends on the
variables u,, ..., u, in a determinate manner and if x, = ¥, (4, . . ., u,) is a periodic
solution of system (2) with periods §,, . . ., §,,, then the quantities §; /w are rational.

Corollary 2. 1f the fanctions f, (¢) in system (1) depend in a determinate manner on the
variable ¢, then the frequency bases of functions fg and of functions @ ;, which are solu-
tions of system (1), are commensurable.

In the following we will consider that the functions Dy (tgy - - -y Upy Ty o o oy Tgy)
depend in a determinate manner on the variables u,, . . ., uy,.

Let E, be the Euclidean space of quantities w,, . . ., u,. Vector z with components
2= 23 (U, . o0y Up)y o oy Tyn = Ty (Yy, .« - ., Uy), Where zx (4, . . ., uy) are real continu-

ous functions, will be called a point m -dimensional metric space N. The metric of this
space is defined by the equation

m 1y
P (21, z) = sup (2 (zgy — :q,)"‘)/
=1
Here %;, and x o e components of the vectors z, and z, respectively. We note that
any solution of equations (2) is a point of space N. By means of the equations
Vg (oo oy i) = Fr (o (g, o v oy Up)y oo oy Ty (Ugy o o 0y Up)) k=1,...,m) (3)

let each point P (2, . . ., 2,,) of the space N be uniquely transformed into another point of
this space P; (y;, - . ., ). In this case we will say that equations (3) define the point trans-

formation T of the space N into itself [5].
Py = TP (4)
Point P, is obtained from point P by means of a double transformation T3, if P, = TP,=
=T (TP ). An analogous transformation, consisting of k -fold successive application of the

transformation T, is denoted by T k,

Definition 2. Point P* will be called a fixed point of the transformation T if the
transformation T transfers point P* into itself, i.e.,

TP* w P* or T® (ge « o oy Up) = Fy (2,* (Ugy v« o Un)s o v oy Tm® (v, .. " )
k=1,...,m)
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The sum total of the points P (z;, . . ., T,n), for which p (P, P*) < e will be called
the & - neighborhood of point P* (x¥, ..., 2,%)

The fixed point P* will be called asymptotically stable on a small scale if for any
point P belonging to a sufficiently small e-neighborhood of P* the condition p (T*P, P%
< g, is satisfied, where g — 0 as & — oo and max e, — 0 as 6~ 0.

The fixed point P* is called unstable if for some ¢ > 0 some, however small, neigh-
borhood of P* there are points P which, under successive application of the transformation
T, exceed the boundaries of the & -neighborhood of the fixed point P*.

The solution Z (uy, . . ., up) = {Zy (Ug, « « <, Up)s « « -y Ty (U1, « + +y Up)} Of System (2),
which satisfies the initial condition

o (0% gy o oy Un) = {23 (1% Uy, . . ., Up)y v o oy T (4% Ugy « o .y UR))

will be denoted by 2 (), . . ., Uy, u°, Zp).

The vector function z (uy, . . ., Uy, %4° zg) will be continuous with respect to all
variables and its basic properties are expressed by the following equations

2 (U1°, Ugy o oy Upy % Zgy) = 2 (5)
z (u1(2)1 Ugy o o oy Un,y ul(l): z (ul(l)r Ugy « v oy uns ulor zol)) =2z (ul(z)t uﬁs- ooy Uy, u),ar zo]_)
It is assumed that each solution of system (2) is defined with respect to u, in the inter-
val [0, w,]. Then the equation
T (7'01) = z(mli Ugy « o oy Upy O; zol)
will be called the Poincar’e - Andronov operator T, for transformation of the hyperplane
uy; = 0 into itself [6]. Solution z (uy, . . ., iy, O, zy) of system (2) is periodic with respect
to u, with period w, and satisfies the equation
z((‘)b Ugy « o oy Uy, 01 zOl) = 29
i.e., the initial condition which determines the periodic solution, is the fixed point of the
Poincare- Andronov operator. Conversely, let z,, be the fixed point of the operator Ty, Then
from equation (5) it follows that
2z (Uy F O, Upy wev y Upy 0, 2g1) = z (ug - @ Ugy o o oy Uy, @Oy 2 (0, U, .ooy Uy, 0, 2g)) =
=2z (ul -+ W1, Uy o o+ Uny Oy, 7'01) (6)
However, from the periodicity of the right-hand sides of system (2) with respect to u,
it follows that
z (ul +(01, Ugy « « oy Up, O, z01) =2z (ulv Ugy o s oy Uy, Ov 201)
Therefore it follows from (6) thatz (u,, . . ., Un, 0, z;)is a periodic solution of system

(2), with respect to u,. In a similar manner it is possible to examine the Poincaré-Andronov
operators Ty, ..., T,.

Consequently, for system (2) to have aperiodic solution z;(uy, . o oy Uny u’-", z,;)with

respect to the variable 4 ; with period Wj» it is necessary and sufficient for the operator T,-
to have fixed points. We write

z; (W ws, w1, .oy Upup, uP 20 = @ (us, ..., Uy)

Let the operators Ty, Ty, . . ., Ty have fixed points andlet ;=@ (= 1,..., n).
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Then periodic solutions z; with period w; with respect to the variable u; coalesce (by
virtue of uniqueness) into one solution z of system (2) periodic with respect to all variab-
les u,, ..., u, with periods o, . .., O, respectively. By the same token the following

theorem is valid.

Theorem. For system (1) to have a quasi-periodic solution generated by a periodic
solution of system (2) it is necessary and sufficient for the operators 7', . . ., T, to have
fixed points and for =9 (G=1,...,n)

Leto > 0 be a selected small value. We denote by v, the set of those points of
spsce E, which are located in the o -neighborhood of the diagonal u; = u, = . .. = u,.
Let M (uy, . . ., up) be some point from the set v, . If any one coordinate u; — co , then for
point M to remain within v, it is necessary that all other coordinates u;, — oo.

Definition. The solution z (i, . . ., up) = {2y (g, + « o, Up)y « oy T (Ugy « - -5 U}
of system (2) with initial conditions zﬁuﬁ, Uy « o ., uy) Will be referred to as asymptoti-
cally stable in the sense of Liapunov if for any € > 0 given in advance, such anr> 0
can be found that for any other solution y (u,, . . ., u,) of system (2) with initial conditions

Yy (e sy - oy Ug) = 2, (0% Ug, ey Up) B, (g L, uy)
where |6 {6y, . . ., 5, < r (nomm in the sense of metric in N ) the following is applicable
for all finite values u,, ..., u, from the set v,
"y (uh e un) — Z (ulv o ey u‘n)” <8
and simultaneously
ly gy o ooy ¥p) — 2 (ugy ooy uy) =0 for u; —» 0
with the condition that (u,, . . ., u,) & v,

It is possible to show that in the region v there is correspondence not only between
periodic solutions and fixed points of the transformation T, but also correspondence bet-
ween their stabilities. From Liapunov’s stability of the periodic solution of system (2)
the stability of the fixed points follows, and conversely (in so far as the periods of solution
are multiples of the periods of system (2)), from the stability of the fixed points of the
transformations Liapunov’s stability of the corresponding periodic solution follows.
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